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Abstract—The advent of high-throughput techniques such as 
microarray data enabled researchers to elucidate process in a 
cell that fruitfully useful for pathological and medical. For 
such opportunities, microarray gene expression data have been 
explored and applied for various types of studies e.g. gene 
association, gene classification and construction of gene 
network. Unfortunately, since gene expression data naturally 
have a few of samples and thousands of genes, this leads to a 
biological and technical problems. Thus, the availability of 
artificial intelligence techniques couples with statistical 
methods can give promising results for addressing the 
problems.  These approaches derive two well known methods: 
supervised and unsupervised. Whenever possible, these two 
superior methods can work well in classification and clustering 
in term of class discovery and class prediction. Significantly, in 
this paper we will review the benefit of network-based in term 
of interaction data for classification in identification of class 
cancer. 
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I.  INTRODUCTION 
Cancer that begins from normal cell will become tumor 

and spreading rapidly in human body can extremely threat 
human life without early diagnosis. Although there are 
many treatments in our advanced medical, they are very 
costly and affect another side effect. Thus, research in 
bioinformatics is beneficial to address this problem. 
Actually, bioinformatics is a combination of biology, 
computer science, mathematics and statistics. Cancer occurs 
once the cell regulation goes wrong [1]. This occurs from 
replication of certain genes in the change of the expression 
values that mutate the DNA. 

With emergence of microarray data, bioinformatics field 
has been grown up and focused on many parts of research 
such as classification [2], clustering and others whereby 
each one produced promising results for cancer 
identification. The nature of this biological data 
(microarray) leads to many problems that need researchers 
to undergoing many more research for problems such as 
high dimensionality, noise and irrelevant gene. 

Statistical techniques coupled with artificial intelligence 
methods especially machine learning has been adapted to 
solve problems in bioinformatics. It derives two main 
approaches; supervised learning and unsupervised learning 

meanwhile the other approaches include semi-supervised 
learning, reinforcement learning, transduction and learning 
to learn. 

Unsupervised learning is an agent which models a set of 
inputs without learner. For the purpose of cancer 
identification, clustering method which is one of 
unsupervised learning approaches has been used to discover 
the type class cancer in cluster form.  

Instead, classification was used for the same task as well. 
Differ to clustering in unsupervised approach, supervised 
learning classification require learner to build classifier and 
regarded as training and test set. Many approaches has been 
introduced and used for classification and each has their 
own strengths and weaknesses. For the next section, details 
regarding classification include problems, methods used, 
trends and arisen issues will be discussed in term of 
microarray gene expression data.  

II. DNA MICROARRAY DATA 
Microarray technology such as DNA microarrays 

enabled us to study the behavior of the cell globally [3] 
rather than using microscope [4]. With this high throughput 
technique, biologists are able to measure the expression 
levels of thousands of genes in a single experiment [5-11] 
and used as a diagnostic tool also stimulating the discovery 
of new target for the treatment of diseases. This ability is 
also known as microarray analysis or gene expression 
profiling (molecular signature) and this study also referred as 
genomic. 

Basically, DNA microarray data also known as gene 
expression data derived from samples tissues or blood to 
cDNA (spotted array) by hybridization of mRNA as well as 
from hybridization of oligonucleotide of DNA (Affymetrix 
chips). Gene expression is the information within a cell that 
represents the transcription process of a gene (DNA 
Sequence) into mRNA and ultimately into a functional gene 
product (protein or RNA) through translation process. 
Actually, microarray gene expression data play an important 
role for gene association studies, predictive modeling and 
reconstruction of gene networks [12] and deal with three 
major approaches: network-based approaches, expression-
based approaches and prior pathways-based approaches 
[13].  
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According to [14], to find the functionality of genes 
related to cancer, most researchers focusing on three types 
of area based on gene expression profiles. First, goes to 
select informative features in order to reduce the 
dimensionality. Second, learning classifier that significant to 
construct a robust classifier which promisingly can achieves 
high accuracy. The third is knowledge discovery to 
understand the relationships among genes. This chapter 
focuses on the second one. 

III. CANCER CLASSIFICATION 
As a basis, classification of microarray data aims to 

construct efficient classifier (model) that derived from 
informative genes into one of the diagnostic categories, for 
example tumor/normal tissue, or benign/malignant tumor 
[15] to make prediction for an unknown patient [11,16]. As 
stated by [17], there are two types of classification: class 
discovery and class prediction. Usually, classification [18] 
in term of class prediction has been focused and acts as a 
promising tool to assign a label to a given set of features 
correctly [6, 19] that useful for biomarker identification and 
disease-related genes [20]. 

For such purpose, many techniques were proposed and 
applied such as Bayesian networks, Boolean networks, k-
NN, neural networks, support vector machines [11, 21]. 
Although these methods can successfully perform the 
classification task but the results that precisely give the high 
accuracy in classification still becoming issues. 

Based on study undergone by [7], they have summarized 
four issues that lead to problems in classification. First, goes 
to the unique nature of microarray gene expression data. 
Most existing classification methods were not capable to 
handle sparseness of data and high dimensionality [15]. 
These cause to overfitting problems and consequently affect 
the computational time of classification process. Second, 
regarding to noise which is consists of biological and 
technical noise. Biological noise here means genes that are 
not useful for identification of cancer class meanwhile 
technical noise are associated with the non-uniform genetic 
backgrounds of the samples that detected at data preparation 
stages as well as refers to misclassification of the samples. 
Third problem involves dealing with a numerous irrelevant 
genes compared to relevant genes. Fourth and finally, since 
the goal of bioinformatics is to elucidate the process inside a 
cell, it is necessity for researchers to take into account the 
application domain in cancer classification study.     

IV. APPROACHES IN CLASSIFICATION 
In this study, since the classification using microarray 

gene expression data that poses a large number of records 
(genes) and less number of fields (samples) as described 
above, researchers are facing challenge in discover new 
robust method in creating a high likelihood of finding false 
positives due to chance for building predictive models and 
finding differentially expressed genes [4]. Thus, the 
techniques that can reduce the dimensions are needed to 

select informative genes because most of genes are 
irrelevant [22].  

There are two approaches introduced to address this 
dimension reduction problem: feature selection [23] and 
feature extraction [24]. Feature extraction comes up with 
combination of information from identified small number of 
dimensions [15]. 

Meanwhile, feature selection that consisting three 
approaches was frequently used instead of feature extraction 
because it is depends on the problems to be solved. The 
approaches include filter approach, wrapper approach and 
hybrid approach [22, 25]. Actually, the selection of variable 
can be done through a subset with aggregate discriminative 
power or ranked for their individual relevance [26]. [15] 
mentioned two ranking approaches based on their popularity. 
First, the approach that uses univariate ranking according to 
their informativeness. Second, gene ranking based on 
Markov blanket filtering was commonly used.  

Although they have been given promising results, these 
approaches known as single gene based method only 
focuses on expression level [27] due to limitation of data 
and computational techniques constraint. In fact, inspired 
from gene regulation in a cell that one gene has to interact 
each other to function, interaction of groups of genes 
suppose to be considered. 

V. NETWORK-BASED APPROACH FOR CLASSIFICATION 
Rather than for class prediction, as clinicians demanding 

on interpretation of results for biological, the new era of 
classification considering biological function of each 
informative genes that residing in the microarray data in 
terms of drug targets. Towards establishment of system 
biology, analysis of microarray classification focuses on 
specific systems as an interaction such as genes, with 
respect to phenotype, such as particular cancer [28]. For this 
purpose, it is worth to extract the huge amount of 
information from genome-wide analysis but it is a challenge 
task [29].  

Even for task such as clustering also take for granted the 
component interaction. With the availability of microarray 
gene expression data, it is can possibly predict gene-gene 
interaction accurately not only for clustering and 
classification but reconstruction of biological gene network 
as in [30-31].  

With the existence of many computational methods that 
facilitate research in microarray data, gene networks that 
organized from components such as genes, proteins and 
other molecules [32] can be associated with it in producing 
better result especially for understanding process inside a 
cell. In cancer classification perspective, we are not intend 
to construct gene network even though supervised 
classification can works for it as in [19, 33, 34] but studying 
the information gained from interaction between two genes. 

Previous studies had proven that precise of classification 
accuracy achieved by prior knowledge rather than single 
gene based. The significance of interaction genes towards 
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classification compared to single gene-based is shown in 
Table I.    

Emphasized again, network-based here means that 
interactions among genes is taken into account [35-37] for 
informative gene selection in term of building classifier. It is 
because disease phenotype cannot be determined by only 
single gene [20], but need at least interaction information 
from a pair of genes. The frameworks for network-based 
classification and single-gene based classification are 
illustrated respectively in Fig. 1. 

Besides, biological prior knowledge has been attracted 
many researchers to integrate the gene expression data with 
interaction networks [38, 39] such as metabolic networks, 
protein-protein interaction networks  and gene networks 
since these networks are relevantly available. This effort is 
benefit to perform classification in order to identify marker 
genes from pathway perspective that globally represents 
diseases in term of network interactions. Such examples that 
used pathway analysis in their research are [2, 38, 39]. In 
term of network-based classification, the network 
construction is built from expression of gene pairs [2, 40]. 

Many methods have been proposed in order to construct 
network using microarray data. One of them, Bayesian 
network is seen as a fruitful method for such purpose [41-44] 
as it can representing network in matrix and topology-based 
form. In term of cancer classification, construction of 
subnetwork (group of genes based on their interaction) can 
be defined as unsupervised and supervised approach [45] and 
summarized in Table II. 

To prevent bias in proposed model, [37] never used a 
priori biological information since the available biological 
networks not fully completed [46]. Thus, phenotype 
distribution will be used for such purpose similar to what 
have ever done by [47]. Moreover, synergic network was 
used by considering correlation between their joint 
expression levels and cancer [40]. Besides, topological-based 
[2, 48] and dependence network [36] were applied instead of 
using biological network.  

 
TABLE I NETWORK-BASED VS SINGLE GENE-BASED 
 

Issues  Single gene-based Network-based 
Addressing high 
dimensionality 
problem  

[5] [6] [8] [11] [25] 
[26]  [27] 

[2] [36] [37] [39] [47] 
[48] [49]  

Improving 
classification 
accuracy  

[5] [8] [11] [25] [26] 
[27] 

[36] [37] [39] [47] [48] 

Marker genes 
detection  

[5] [36] [39] [50] 

Benefit in 
biological 
interpretation  

- [36] [37] [38] 

Reproducibility 
across data sets 

- [39] 

Extensible to 
pathway-based  
 

- [2] [38] [39] 

 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1 Framework for single-based and network-based classification. 

 
 

TABLE II  METHOD USED FOR SUBNETWORK 
CONSTRUCTION 

 
Methods Used Authors 

Pearson Correlation [2] [48]  
Spectral Decomposition [38] 
Principal Component Analysis  [38] 
Bayesian Network [37] 
Mutual Information [39] [47]  
Dependence Network [36] 
Simulated Annealing [50] 
K-nearest neighbor [49] 

 

VI. DISCUSSION AND CONCLUSION 
Today, research in systems biology has shifted where 

focusing on data integration, network alignment, interactive 
visualization and ontological markup [51] towards pathway-
related network. So, Instead of using classification approach 
in term cancer class prediction, classification can also be 
used in gene regulatory network by predicting the label of 
microarray data such in [52].  

Similarly, established networks form interaction gene is 
significant towards molecular system biology. Although, 
many researcher interested to use biological prior knowledge 
such as protein-protein interaction (PPI), metabolic networks 
[46] and so on in term of prediction of phenotype [53], there 
is still make senses to study interaction genes in term of 
microarray data (DNA level) rather than proteomic and 
metabolic. Thus, the interactions in a small scope such as 
genes are significant towards analyzing interaction networks 
for systems biology as mentioned by [54]. 
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As described above, subnetwork was regarded as training 
classifier and defined for four matters [55]. First, the groups 
of genes subject to the constraints of the molecular 
interaction network. Second, subnetworks are scored over 
only a subset of conditions. Third, only the significance of 
change for group genes will be considered. Fourth, some 
genes unaffiliated with any subnetwork will be left. In fact, 
network construction from microarray data has been faced 
with the problems of sparse data. So, the promising tools 
need to be applied.  
 Actually, not many researchers focusing on the statistical 
information that the comparison of different sample types 
contributes rather than just look for differently expressed 
genes to build their model [37]. Because of it, the methods 
that can deal with this matter is desired not only for precise 
accuracy but computation time as well.  
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