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Abstract 
Gene expression microarray data is expected to 
significantly aid in the development of efficient cancer 
diagnosis and classification platforms. One problem 
arising from this data is how to select a small subset of 
genes from thousands of genes and much fewer samples 
that are inherently noisy. This research deals with finding 
a small subset of informative genes from the gene 
expression data which maximize the classification 
accuracy and minimize the running time. This paper 
proposed a model of gene expression classification by 
using filter approach and an improved Genetic Algorithm 
wrapper approach. We show that the classification 
accuracy and execution time of the proposed model are 
useful for cancer classification of two widely used gene 
expression benchmark data sets.  
 
 
1. Introduction 
 

Due to recent advances in biotechnology, gene 
expression can now be quantitatively monitored on a 
global scale. Gene expression data is created by a process 
known as microarray that yields a set of floating point 
and absolute values [1][2][3]. These values represent the 
activation level of each gene within an organism at a 
particular point of time [4]. Recent studies on molecular 
level classification of tissue have indicated that gene 
expression data could significantly aid in the development 
of efficient cancer diagnosis and classification [5][6]. 
However, classification based on the gene expression data 
confronts with more challenges; one of the major 
challenges is the overwhelming number of genes relative 
to the number of training samples in the datasets 
[4][6][7]. Most of the genes are not relevant to the 

distinction between different tissue types (classes) and 
introduce noise in the classification process [8]. 

The problem of feature (gene) selection can be defined 
as the task for selecting subsets of features that 
maximizes the classifier ability to classify samples 
[9][10]. Gene selection methods can be classified into two 
categories. If gene selection is carrying out independently 
from the classification procedure, the method is said to 
follow a filter approach. Otherwise, it is said to follow a 
wrapper approach [4][6][11]. Most of previous works 
used filter approach to select gene since it is 
computationally more efficient than the wrapper approach 
[6][8][12][13]. However, wrapper approach usually 
provide better accuracy than filter schemes [6][11][14]. 
The application of wrapper approach using Genetic 
Algorithm (GA) with classifier has grown in recent year 
[12]14]. From previous works, the GA performs well but 
only supports the data ranged from small to medium 
features [8][11][14][15]. Moreover, GA is also generally 
quite effective for rapid global search of large search 
spaces in optimization problems [10].  

A major goal of diagnostic research is to develop 
diagnostic procedures based on the least possible genes to 
detect diseases [4]. By identifying a small subset of genes 
on which to base a diagnosis, we do not only achieve 
improved classification accuracy, but also gain reducing 
their running time. This research deals with finding a 
small subset of informative genes from gene expression 
data which maximize the classification accuracy and 
minimize the running time in order to make a diagnosis 
far more likely to be widely deployed in clinical 
diagnosis. In this paper, we present a model of gene 
expression classification by using filter approach and an 
improved GA wrapper. The GA wrapper is a hybrid of 
GA and Support Vector Machine (SVM) classifier 



(GASVM) for gene selection and classification. The filter 
approaches are Information Gain (IG) and ReliefF 
Algorithm (RA) that will be used to select genes from the 
whole gene expression data and provide a subset of genes 
that can be used by the GA wrapper.  

The flow of this paper starts with Section 1 and 
Section 2 that describe the introduction and related works 
respectively. We introduce the method for gene selection 
and gene classification in Section 3. Section 4 introduces 
the proposed approach. In Section 5, we analyze and 
discuss the experimental results on two widely used gene 
expression benchmark data sets. We conclude this work 
in Section 6. 
 
2. Related work 
 

Usually, filter method uses measurement such as 
intrinsic properties of the data, probabilistic distance 
measures, probabilistic dependence measures, interclass 
distance measures and information theoretic measures 
[4][17]. The features or genes with the highest scores are 
selected as top features. The Signal to Noise Ratio [18], 
TNoM score [5], Cosine Coefficient, Information Gain 
and Euclidean Distance [13] are some of the widely 
known as filter approach and applied on gene expression 
data. 

The gene selection methods belong to the filter 
approach such as Information Gain [13] and ReliefF 
Algorithm [22] have been successfully applied to gene 
selection problem. GA has also been applied to several 
feature selection problems. A hybrid of GA and Neural 
Network classifier [10[11], incorporating GA and SVM 
classifier [19][20] and combining GA via Weight Voting 
classifier [14] are some of the widely known as GA 
wrapper approach. Zhang et al., [10] have classified 
microcalcification data in digital mammograms.  The 
experiments reported in the Yang and Hanovar [11] used 
a wide range of real world data sets such as document and 
artificial data sets from machine learning data repository 
at the University of California. Eads et al., [19] have 
classified the time series data set, while Sepulveda-
Sanchis et al., [20] have predicted the unstable angina 
data set. Only Liu et al., [14] used gene expression data 
sets for their research. The data sets are Leukemia Cancer 
and Colon Cancer. 
 
3. Method for gene selection and gene 
classification  
 

Among thousands of genes whose expression levels 
are measured, not all are needed for the classification. We 
need to select some genes highly related with particular 
classes for classification, which is called informative 
genes [18]. This process is referred as to gene selection. 

General process of classification is to train classifier 
by using training samples and then classify testing 
samples with the trained classifier. Usually, gene 
expression classification model has two stages: gene 
selection and gene classification stages [13][15]. Figure 1 
shows this model which exhibits a classification stage that 
includes training and testing phases. 
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Figure 1. Gene expression classification model 
 
3.1. Filter approach and Genetic Algorithm 
wrapper approach for gene selection 
 

Suppose that we have a gene expression pattern (i = 
1 ~ 7129 in Leukemia data, i = 1 ~ 2000 in Colon data). 
Each  is a vector of gene expression levels from N 
samples, . If the number of genes excited 

 or not excited in category  were 

counted, the coefficient of the information gain becomes 
as follow [13][15] 
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RA method has shown good performance in various 
applications such as medical and ecology [21]. The basic 
idea of this method is to draw instances at random, 
compute their nearest neighbors and adjust a gene 
weighting vector to give more weight of genes that 
discriminate the instance from neighbors of different 
classes. Specifically, it tries to find a good estimate of the 
following probability in order to assign a weight for each 
gene [22] 

=
igw P(different value of | different class) – 

P(different value of | same class)                   (2) 
ig

ig
 

A detailed of GA wrapper approach (GASVM) and 
improved GASVM (NewGASVM) can be found in [23] 
and [24].  
 
4. Proposed approach 
 



Research in this paper proposed a model of gene 
expression classification by using filter approach and 
NewGASVM.  

Previous works have used a gene expression 
classification model as shown in Figure 1 and only has 2 
stages. In our approach, the model has 3 stages:  gene 
selection, gene optimization and gene classification 
stages. Figure 2 shows our proposed model. 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Proposed model 
 

Gene selection stage removes irrelevant genes using 
filter approach such as IG and RA. Moreover, ranking 
genes by filter approach does present an overall pattern of 
gene expression data. It is therefore, a nice starting point 
for the data analysis [6]. As a result, this stage produces a 
small subset of genes. The optimization stage selects and 
optimizes subset of genes from the small subset by using 
NewGASVM. GASVM can also be used in this 
optimization stage. If the subset is small, the 
combinatorial of genes will not be complex and further on 
the NewGASVM can find easily the optimized subset. 
Moreover, the NewGASVM could also avoid the risk of 
achieving the optimal solution in local minima because 
the filter approach had reduced the size and complexity of 
searching space. Thus, the NewGASVM is more efficient 
using the small subset and does not need more time to 
complete its task. Lastly, classification stage builds SVM 
classifier using optimal subset of training set and tests it 
using testing set. 

 
5. Experimental results  
 

We have used two benchmark data sets to evaluate our 
model. These data sets are Leukemia Cancer and Colon 
Cancer. For Leukemia Cancer data set, we used a leave 
one out cross validation (LOOCV) procedure on training 
data and accuracy test measurement on testing data to 
measure classification accuracy. For Colon Cancer data 
set, we used the LOOCV procedure because this data set 
only has training data. All experiments reported in this 

work had been implemented using Redhat Enterprise 
Linux AS release 3.2 on 1.8 GHz Athlon SMP CPUs with 
2 GB of memory. 

 
5.1. Data sets 
 

Leukemia Cancer data set contains examples of human 
acute leukemia, originally analyzed by Golub et al. [18] 
This data set containing expression levels of 7129 genes 
and can be obtained at http://genome.wi.mit.edu/mpr. 
Training data consists of 38 samples and the remaining 34 
samples were used as testing data. Colon Cancer data set 
contains expression levels of 2000 genes from 40 tumor 
and 22 normal colon tissues. The data set has only 62 
samples for training data, originally analyzed by Alon et 
al. [25] and downoaded from 
http://microarray.princeton.edu/oncology/. Optimizing Phase (NewGASVM) 

Gene Expression Data 

Optimal Subset of Genes 

Gene Selection Based Filter Approach

Subset of Genes 

Gene Classification  

 
5.2. Experimental Environment 
 

Our experiments were conducted by using six methods 
obtained from combination of GASVM, NewGASVM 
and filter approaches (IG and RA). Firstly, we applied 
GASVM and NewGASVM methods following stages as 
shown in Figure 1. Furthermore, by following the stages 
in the Figure 2 we obtained four methods; namely: 
IG+GASVM, RA+GASVM, IG+NewGASVM and 
RA+NewGASVM. We applied the filter approaches to 
select 100 genes from the whole of genes. Experiments 
are conducted 10 times and analyzed on the average bases 
of the results. The methods based on NewGASVM were 
experimented by using 5, 10, 20, 30, 40, 50, 60, 70, 80 
and 90 genes to choose the optimal or the best subset of 
genes. However, methods based on GASVM such as 
GASVM, IG+GASVM and RA+GASVM did not 
experimented using the varied numbers of selected genes 
because it unable to fix the selections. 
 
5.3. Result analysis and discussion  
 

Two criteria were considered to evaluate the 
performances of the six methods. The criteria are: 

• LOOCV and test accuracies 
• Running time 

 
5.3.1. LOOCV and test accuracy 
 

Figures 3 and 4 shows the highest LOOCV and test 
accuracies for classifying Leukemia Cancer samples 
which are 99.47% and 94.71% respectively. The 
IG+NewGASVM method used 20 genes to achieve the 
highest accuracies. In general, the IG+NewGASVM and 
RA+NewGASVM methods performed consistently and 
were better than NewGASVM method due to the 



application of a filter and wrapper approach in proposed 
model of gene expression classification. These figures 
also indicates that the accuracy depended on the number 
of selected genes. 

 

filter approach was applied before the methods, the 
results were improved. However, the methods that 
applied filter approaches with NewGASVM are better 
than the methods that applied filter approaches with 
GASVM. 

NewGASVM IG+NewGASVM RA+NewGASVM
 
 
 
 
 
 
 

Figure 3: The change of LOOCV accuracy with respect 
to the number of selected genes from Leukemia Cancer 
data set (10 runs on average). 
 
 

 
 
 
 
 
 
 

Figure 4. The change of test accuracy with respect to the 
number of selected genes from Leukemia Cancer data set 
(10 runs on average). 
 

The performances of NewGASVM, IG+NewGASVM 
and RA+NewGASVM methods for classifying Colon 
Cancer samples that have shown in Figure 5 are 
comparable. However, the selection of 5 genes only by 
using RA+NewGASVM method has achieved the best 
result at 86.29% LOOCV accuracy. The highest 
accuracies of the NewGASVM and IG+NewGASVM 
methods achieved 82.58 % and 85.65% respectively. 
Hence, applying the filter approach with NewGASVM 
improved the accuracy by removing irrelevant genes from 
whole genes and optimizing the remaining genes. 
  

 
 
 
 
 
 
 
 

Figure 5. The change of LOOCV with respect to the 
number of selected genes from Colon Cancer data set (10 
runs on average). 

Table 1 shows the highest accuracy of the six 
methods. In general, GASVM and NewGASVM methods 
produced poor result in both of the data sets. When a 
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Table 1. The benchmark of the highest classification 
accuracies on Leukemia and Colon Cancer data 
sets (10 runs on average). 

Leukemia 
Cancer Data Set 

Colon Cancer 
Data Set 

Method 

LOOCV Test LOOCV 
GASVM 94.74 83.53 83.10 
IG+GASVM 98.95 93.53 77.58 
RA+GASVM 97.63 91.76 83.39 
NewGASVM 95.00 80.59 82.58 
IG+NewGASVM 99.47 94.71 85.65 
RA+NewGASVM 99.21 94.12 86.29 
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The highest accuracy of the IG+NewGASVM method 
achieved 99.47% and 94.71% for LOOCV and test 
accuracies respectively using selected 20 genes in 
Leukemia Cancer data set. On the other hand, the original 
works of Golub et al., [18] and Slonim et al., [27] 
required about 50 genes to achieve the 94.74% for 
LOOCV accuracy and 85.29% for test accuracy. Liu et 
al., [14] were also applied the wrapper approach using a 
hybrid of parallel GA and Weight Voting classifier 
(GAWV). The GAWV method produced only 94.74% 
and 88.24% accuracy for LOOCV and test accuracies 
respectively using selected 29 genes. However the 
experiment requires recurring experiment of the hybrid 
method to achieve an optimal subset. Nevertheless, the 
result is still less than others because this method is used 
the original chromosome representation which is only 
suitable for data with small or medium features. 

The highest accuracy of the RA+NewGASVM 
method achieved 86.29% using selected 5 genes and 
performed better than Ben-Dor et al., [5] work for 
classifying Colon Cancer samples. The previous work 
used SVM, Nearest Neighbor and Ada-Boost classifiers 
had achieved only less than 81% accuracy using the 
whole genes. This is possibly due to the most of the genes 
were not relevant and introduced noise in the 
classification process. 

In general, the IG+NewGASVM and 
RA+NewGASVM methods performed consistently and 
were better than others in both of data sets because the 
filter approach was applied before optimization phase. 
The filter approach can select and reduce the number of 
candidate genes from whole genes in order to remove 
irrelevant genes. Hence, the IG+NewGASVM and 
RA+NewGASVM methods will be more efficient to 
produce the optimized subset of genes by using the small 
subset that is produced from the filter approach. The 
IG+GASVM and RA+GASVM methods also can 
produce the optimized subset because the methods have 



the ability to search and evaluate all possible gene subsets 
due to the small subset produced by filter approach. 
However, their performance is less than the methods that 
used a filter approach with NewGASVM method due to 
the method’s inability to fix the number of selected genes.  
 
5.3.2. Running time 
 

The results in Figures 6 and 7 demonstrate that it is 
possible to achieve almost linear execution times with 
NewGASVM, IG+NewGASVM and RA+NewGASVM 
methods for classifying Leukemia Cancer and Colon 
Cancer data sets, respectively. The execution times for 
IG+NewGASVM and RA+NewGASVM methods are 
almost similar and better than NewGASVM method 
because the filter approach (IG or RA) was applied before 
optimization phase. It can be observed that the running 
time depended on the number of selected genes that were 
involved in a classification method. 
 
 
 
 
 
 
 
 
 
 
Figure 6:The change of times with respect to the number 
of selected genes from Leukemia Cancer data set (10 runs 
on average). 
 
 
 
 
 
 
 
 
 
 
Figure 7:The change of times with respect to the number 
of selected genes from Colon Cancer data set (10 runs on 
average). 
 

Generally, Table 2 shows that the application of a 
filter approach with NewGASVM method took less 
execution time if compared with other methods. Morevor, 
the method based on NewGASVM was better than 
method that belonged to GASVM.  
 
Table 2. The comparison of the best execution times 
on the both data sets (10 runs on average). 
Leukemia Cancer Data Set Colon Cancer Data Set 

Method 
Time 

(minutes) Method 
Time 

(minutes) 
GASVM 131.47 GASVM 6.08 
IG+GASVM 0.60 IG+GASVM 0.24 
RA+GASVM 0.60 RA+GASVM 0.23 
NewGASVM 0.12 NewGASVM 0.20 
IG+NewGASVM 0.11 IG+NewGASVM 0.18 
RA+NewGASVM 0.11 RA+NewGASVM 0.17 
 

The NewGASVM method took less running time 
because it could reduce the combinatorial problem and 
complexity of searching space by fixing the number of 
selected genes during gene selection and classification 
tasks. When a filter approach was applied with the 
NewGASVM or GASVM method, it can also reduce the 
time by selecting and reducing the number of candidate 
genes from whole genes before optimization phase. On 
the other hand, the GASVM method needed more 
execution time due to the inability of the chromosome 
representation to fix the selected genes. Furthermore, it 
was impossible to search at all feature spaces and 
evaluate all possible gene subsets on the data sets. 
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6. Conclusion 

In this paper, we have investigated and solved the 
important issues of selection a small subset of genes from 
thousands of gene measured on microarray that are 
inherently noisy. We have designed and applied a new 
model of gene expression classification by using filter 
approach with New-GASVM. 

Generally, IG+NewGASVM and RA+NewGASVM 
methods achieved high LOOCV and test accuracies, and 
performed better than other methods because the filter 
approach was applied before optimization phase. The 
filter approach can produce a small subset of genes. 
Hence, the methods will be more efficient to produce the 
optimized subset of genes by using the small subset that is 
produced from the filter approach. The methods also took 
less running time because the small number of selected 
genes during gene selection and classification tasks could 
be fixed in order to reduce complexity of combinatorial 
problem. When a filter approach was applied, it can also 
reduce the time by selecting and reducing the number of 
candidate genes from whole genes before applying 
NewGASVM method. Focusing attention on a small 
subset of genes is useful not only because it produces the 
methods with good generalization capacity, but also 
because this subset take less execution time.  
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We are currently studying danger theory for 
computational system to estimate danger (cancer) 
susceptibility of genes like proposed by Iqbal and Maarof 
[28]. 
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