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Abstract – In this reiew, we have discussed about approaches 
in pathway based microarray analysis. Commonly, there are 
two approaches in pathway based analysis, Enrichment  
Score and Supervised Machine Learning. These pathway 
based approaches usually aim to statistically define 
significant pathways that related to phenotypes of interest. 
Firstly we discussed an overview of pathway based 
microarray analysis and its general flow processes in scoring 
the pathways, the methods applied in both approaches, 
advantages and limitations  based on current researches, 
and pathways database used in pathway analysis. This 
review aim to provide better understanding about pathway 
based microarray analysis and its approaches. 
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I. INTRODUCTION 
 

Over the past decade, many researchers focused on 
the development of techniques that looking into 
individual gene or one gene at a time, targeting for 
accurate identification and classification of differentially 
expressed genes between phenotype and their statistical 
significance [1, 2]. However, the problem for this single 
gene analysis lies not in the identification or classification 
of differentially expressed genes, but in their 
interpretation of biological meaning [1]. This is because; 
mostly subtle but coordinated differentially expressed 
genes cannot be detected as informative genes and usually 
will be terminated by the strict threshold of cutoff (feature 
selection) methods in single gene analysis [3, 4]. 
Moreover, looking at the individual gene at a time cannot 
provide the complete information about the biological 
processes such as cancer development because genes 
chemically act together. Beside that, there are many 
pathways in cancer development that consists of different 
genes in each pathway. 

Pathway-based microarray analysis was designed to 
address these limitations of single gene analysis. It uses 
statistical methods to determine if predefined sets of 
genes in any pathways are differentially expressed in 

different phenotypes. Looking at set of genes rather than 
single gene at a time can bring more advantages in 
interpreting the biological knowledge from the DNA 
microarray data. 

In this paper, we will be reviewed the current 
approaches in pathway based microarray analysis for 
statistically defining significant phenotype-related 
pathways based on several papers [4, 14, 22]. Aims to 
give the better understanding on approaches and methods 
in pathway based analysis, this paper divided into four 
topics, first topic will be discussed generally about 
pathway based microarray analysis, framework in scoring 
the pathways, and issues concern in pathway based 
analysis. Enrichment Score, one the approaches in 
pathway based microarray analysis will be discussed. In 
this part, current methods by several authors with its 
advantages and limitations classified in certain criteria, 
pathways database used in research area, and general 
issues in these approaches will be reviewed. Part three 
will be reviewed on supervised machine learning 
approaches and its current methods, classified into single 
classifier and ensemble classifiers. Part four, the 
discussion and summary for this paper. 

 
II. OVERVIEW OF PATHWAY BASED 

MICROARRAY ANALYSIS 

Pathways consist of genes that chemically act 
together in particular cellular or physiologic function [5]. 
There are consists of two popular types of pathways in 
genomic studies, metabolic pathways [6, 7] and signaling 
pathways [8]. Metabolic pathways are biological 
networks that involve enzymatic catalysis while the 
signaling pathways are a series of specific actions in a cell 
in which a signal is passed from one molecule to the next 
in the series. 

Pathway-based microarray analysis is one of the 
approaches in microarray gene expression analysis. This 
pathway analysis method integrates the gene expression 
data with their annotation data such as metabolic 
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pathways and ontology functional classification rather 
than on identifying the significant changes of individual 
gene expression done by single gene analysis [9, 10, 11]. 

Pathway-based approaches aim to define the 
biological processes meaning through the finding of 
significant pathways and the gene member in the 
pathways using statistical evaluation contrast to single 
gene analysis that usually used univariate statistical tests 
that neglect the collaboration between genes [12, 13]. 
Moreover, pathway-based analysis approaches can detect 
subtle and coordinated changes in expression level of a 
group of genes in a pathway or with related function that 
usually single gene analysis cannot detect  [4, 14]. 

 Generally in pathway analysis, each pathway will be 
ranked based on the score obtained from statistical 
methods (figure 1). The highest score will be given to the 
pathway which had most relevant genes to related 
phenotypes. There are two methods in scoring pathways, 
the enrichment analysis and machine learning approaches 
[14]. Although these two methods have different 
processes but usually came out with the same output, the 
differentially expressed pathways and phenotype-relevant 
pathways [14]. 

There are several issues concerned by several authors 
in pathway-based analysis such as the quality of the 
pathways, since the pathways data are usually taken from 
the literature or other resources, non-relevant genes 
maybe included, or relevant genes maybe excluded from 
the pathways [14]. Several researches attempted to 
minimize these misspecification by defining signature 
genes to represent pathway behavior [15], refining 
pathways to adapt to specific conditions by removing 
unaltered genes from the dataset [16, 17, 18], and 
improving the functional interpretation of gene groups by 
including additional information associated with the 
group [19]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: General process in scoring the pathways 
 

III. ENRICHMENT ANALYSIS APPROACHES 
 

Enrichment analysis (EA) is the common approaches 
in pathway based analysis. Generally, the gene expression 
profiles are viewed as functional pathways, and 
significant pathways are the pathways with the large 
number of differentially expressed genes [14]. Mootha et 
al. [12] firstly used Gene Set Enrichment Analysis 
(GSEA) discovered the alteration of genes of oxidative 
phosphorylation pathways and other metabolic pathways 
in human diabetes disease. Even before GSEA by Mootha 
et al. [12], a few researches already applied the concept of 
integrating the microarray data with their annotation such 
by Virtaneva et al. [20] calculated scores for the pathways 
curated from SWISS-PROT [21] database and applied 
sample randomization to evaluate the significance of each 
category.  

Thereafter, various EA methods have been developed 
(Table 1) based on different null hypothesis and statistical 
methods and only GSEA are in both classes. EA are 
classified into two kinds of null hypothesis, competitive 
null hypothesis and self-contained null hypothesis [4, 22]. 
Detailed interpretation about null hypothesis can be 
obtained from [22].  

 
Table 1: methods in Enrichment Analysis classified by null hypothesis 

 
Null 

hypothesis 
Methods Author(s) Statistical test 

Self-contained GSEA [12] Kolmogorov-
Smirnov, sample 
randomization 

[28] 

Globaltest [23] Sample 
randomization 

SAM-GS [24] Sample 
randomization 

Competitive Catmap [25] Gene 
randomization 

JProGO [26] Fisher’s exact 
test, 
hypergeometric 
test 

GeneTrail . [27] Fisher’s exact 
test, 
hypergeometric 
test 

GSEA [12] Kolmogorov-
Smirnov, sample 
randomization 

[28] 

 
Nam and Kim [4] also have studied the comparison 

between this two null hypotheses including GSEA mixed 
null hypothesis. The experiment consists of 2000 genes 
expression data divided into two classes where each class 
has 20 samples. The expression values were sampled 
from a standard normal distribution in both groups. For 
600 randomly selected genes, a random value between 0.5 
and 1 are added to the second group to generate 
differentially expressed genes. After that, the genes were 

Pathways 
data

Microarray 
data 

Scoring metrics 
- Enrichment Analysis 
- Supervised machine 

learning 
 

A score for each pathway: 
- Indicates how much it 

was contributed to the 
condition 

497497



divided into 100 gene sets where each gene set contained 
20 genes. The average t-statistic score function was used 
in order to differentiate these three hypotheses. In this 
experiment, it is expected that no genes were enriched 
with differentially expressed genes. 

As a result, the competitive null recognized no 
differentially expressed gene sets, so the p-values were 
distributed uniformly. It is differ to self-contained 
method, where this method detected about 83% gene sets 
as differentially expresses with a p-value cutoff of 0.05. 
The mixed approach, showed an intermediate 
performance. Nam and Kim. [4] have conformed that if 
the purpose of the research is to find gene sets relatively 
enriched with differentially expressed gene, a competitive 
method should be used. While if the purpose is to find 
gene sets clearly separated between the two sample 
groups, a self-contained method can be use. Nam and 
Kim. [4] prefer to use the mixed method, in order to avoid 
the drawbacks of each method. 

GeneTrail by [27] provided two statistical methods, 
Over-Representation Analysis (ORA) that comparing 
reference set of genes to a test set, and GSEA that scoring 
sorted lists of genes. Besides that, GeneTrail improved the 
calculation of p-value for each gene from GSEA by using 
dynamic-programming algorithm. Using pathways data 
from KEGG [29], TRANSPATH [30], TRANSFAC 
transcription factors [31], protein-protein interaction data 
from DIP [32], MINT [33], HPRD [34], and InAct [35] 
databases as an annotation data. Catmap used same 
methodologies as GSEA but it used Wilcoxon rank sum 
to improve the calculation of the p-value from GSEA and 
using Gene Ontology [36] database as an annotation data. 
Using three well established statistical methods of the 
threshold value-based Fisher’s exact test and threshold 
value-independent Kolmogorov_smirnov and t-test, 
JProGo was implemented for the functional intrepetation 
of high-throughput gene expression data based on the 
identification of Gene Ontology (GO) nodes.  

Basically, almost all of the current methods in EA are 
enhanced from GSEA. This is because; classic GSEA has 
certain limitations such as classic GSEA cannot handle 
more than two classes [1, 37]. Furthermore, Dragichi et 
al. [16] has proved that current GSEA considering that all 
the genes in the pathway equally important is inaccurate. 
It is showed in their research where including information 
on the topology or position of the differentially expressed 
genes in the pathway helped to identify pathways that 
may be relevant to lung cancer but were otherwise missed 
[14]. Dinu et al. [24] has showed in their research that 
GSEA can give statistical significance to gene sets that 
have no genes with moderately or strongly associated 
with the phenotype. Moreover, EA evaluates one pathway 
at a time and this leads to the neglecting of pathway 
interdependences that contribute to changes in the 
phenotypes [14, 38]. 

 

IV. SUPERVISED MACHINE LEARNING 
APPROACHES 

 
Contrast to EA, supervised machine learning can 

evaluate multiple pathways simultaneously, and thus it 
could account pathway interdependence [13, 38]. In 
supervised machine learning approaches, significance 
pathways are the pathways that can improve the 
prediction of the phenotype [14]. Although machine 
learning approaches are not a popular approach compared 
to EA, but there are several authors such as Tomfohr et al. 
[41], Tai and Pan. [42, 43], Wei and Li. [38], Luan and 
Li. [44], and Pang et al. [13] that used machine learning 
approach in pathway based analysis to define significant 
pathways that related to phenotypes. These supervised 
machine learning approaches used pathways as input 
variables, classified into two models, single classifier 
model and ensemble classifier model (Table 2). 

In single classifier model, certain preprocessing 
methods have been applied in order to determine pathway 
activities by evaluating the gene expressions in the 
pathways [14]. Such as singular value decomposition-
based method by Tomfohr et al. [51] used first principle 
component to represent pathway, centroids of the gene 
expressions in the pathways as preprocessing in shrunken 
centroid-based methods by Tai and Pan. [41, 42]. 
Utilization of preprocessing methods in single classifier 
model can led to lost of some informative genes are 
something that need to be concern. 

Table 1: Methods in supervised machine learning approaches 
classified into single and ensemble classifier 

 
Model Methods  Author(s) 
Single 

classifier 
Singular value 
decomposition 
method 

[51] 

Discriminant analysis [41] 
Partial least square 
regression 

[42] 

Ensemble 
classifier 

Non-parametric 
machine learning 

[38] 
 

[43] 
Random Forest [13] 

 
The goal of ensemble learning methods is to 

construct a collection (an ensemble) of individual 
classifiers that are diverse and yet accurate, and if this can 
be achieved, then highly accurate classification decisions 
can be obtained by voting the decisions of the individual 
classifiers in the ensemble [44]. Many authors have 
demonstrated significant performance improvements 
through ensemble methods [45-48]. Three of the currently 
most popular techniques for constructing ensembles are 
bootstrap aggregation [49], the Adaboost family of 
algorithms [50], and Random Forest the ensemble of 
classification trees [39].  
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In pathway analysis, this ensemble model can 
surmount the drawback from the single classifier models 
in term of losing informative genes by the preprocessing 
methods. A nonparametric pathway-based regression 
based [38, 43] use expression of the genes in pathways to 
characterize the activity of the pathways, and the activity 
level are regressed to the phenotype to form a predictive 
model [14]. Pang et al. [13] use Random Forest 
classification and regression methods to define the 
significant genes and pathways that related to the 
phenotypes.   

 
V. DISCUSSION AND CONCLUSION 

 
Pathway based microarray analyses are one of the 

method that are becoming popular nowadays. Ranking 
pathways are relevant to a particular phenotype; it can 
help researchers focus on a few sets of genes. They are 
particularly useful for generating further biological 
hypotheses of interest. In addition, pathway analysis 
proved that it can identify more subtle changes in 
expression than the gene lists that result from univariate 
statistical analysis. A review paper describing the 
advantages of performing pathway-based tests has been 
published [40]. Furthermore, as pathways are functional 
subunits of the cellular systems, looking at them may 
improve the ability to tease out biologically meaningful 
information from microarray data.  

These considerations have motivated various research 
groups to look at gene sets or pathways rather than single 
genes. In addition, pathway analysis proved that it can 
identify more subtle changes in expression than the gene 
lists that result from univariate statistical analysis.  

This review has discussed the approaches in pathway 
based microarray analysis and methods applied. In 
Enrichment Score topics, we have also covered the topic 
about null hypothesis based on research done by [4]. 
Classified the methods into this null hypothesis can help 
to facilitate the understanding of this approaches. For the 
supervised machine learning approach, we also classified 
the recent methods into two models, single classifier and 
ensemble classifiers. 
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